Power Failure Recovery Test Guidance
This document provides guidance for a test that targets the abilities of a component, system and building to handle a loss of power and subsequently recover when power is restored.

21. Introduction


32. Power Outage Characteristics


73. Electrical Power Sources


94. Control System Response


105. Design Phase and Construction Phase Issues


105.1. Automated System Restart


105.2. Emergency Power


116. Managing Risk


117. Building Level Testing


117.1. Introduction


147.2. Purpose


147.3. Acceptance Criteria


157.4. Special Instructions


167.5. Participant and Roles/Responsibilities


177.6. Special Equipment Required


177.7. Precautions


187.8. Prerequisites


217.9. Preparation


237.10. Return to Normal


248. Electrical Testing Resources


26Appendix A - Component and Subsystem Level Test Guidance


38Appendix B - Emergency Generators




1. Introduction
An electrical power outage is the most common and often the most feared form of outage in a building. This test guidance document will focus on testing the response of a building’s systems to an electrical power outage and will discuss the repercussions of such an event.  
Because the item under test is the building as an integrated assembly, creating a test at this level requires a look at the integrated response of several components and systems.  Generally, testing involves simulating a loss of power to the building and observing the response.  The specifics of accomplishing this are highly dependent upon the characteristics of the facility, the goals of the test, the level of risk deemed acceptable, the confidence level that the team has for the integrity of the systems, and the budget and time available for testing.  Detailed custom test procedures should be developed for each facility, and consideration should be given to the points discussed in this guidance document as well as other project-specific criteria.

In developing power failure recovery tests and acceptance criteria, it is important to consider several issues and tailor the development accordingly.

How do you define a power outage?

The definition of a power outage will vary with the perspective of the system or person affected.  If the circuit breaker serving the lights and receptacles in a windowless interior space trips off, the person in the space will consider it a power outage.  The person in the adjacent perimeter space with a window and a separate electrical circuit may not even know the event occurred.

What are the impacts of a power outage for the facility and its systems?
The impact of the outage also depends on perspective.  If the windowless space mentioned previously was an operating room, the need to prevent such a failure and address it immediately is much greater than if the space was the janitor’s closet.
Considering the potential impacts of a power outage for the facility, when and how much testing is merited?
A critical part of developing a power failure recovery test is to define a power failure in the context of the component, system and facility being tested.  Mission-critical facilities like hospitals may be concerned with the impact of failures across a large spectrum of services, ranging from a power failure at the central plant to a transformer failure at the incoming electrical service.  

In contrast, the owner of a small office building served by packaged equipment may not be interested in a formal test of the building’s response to a power failure, preferring to deal with any issues when and if they arise.  In such a situation, the commissioning provider can help the owner make an informed decision regarding the degree of risk if something does go wrong as the result of a power outage.

While this document offers guidance on testing building systems for the loss and restoration of electrical power, the concepts identified can be applied to testing strategies for other utility systems. Compared to an electrical outage, the loss of service from utilities like gas and oil, and the services of central chilled water, hot water, steam, and cogeneration plants can be equally as devastating, although the immediate impact of the loss of these services may not be as severe given that the thermal inertia of most buildings and systems will tend to mitigate the impact of all but the longest outage.
The impact of an outage in a building’s domestic water systems, sewage systems, vertical transportation systems, communications systems, security systems or life safety systems may have no major implications for the machinery but can have very significant implications for the occupants.  Many of the problems generated through outage of these systems could have ramifications that far surpass the problems that occur with the malfunctioning of environmental control systems.  Most of these systems are impacted by a loss of electrical power, and their response must be considered in that context.

2. Power Outage Characteristics
The response of a building and its systems to a power outage will depend on the duration of the outage and its location in the distribution system.
As a result, the power failure recovery test developed for any given component, subsystem, system or building may need to incorporate a number of elements in order to ensure that all possibilities are addressed.  

Outage Duration

The duration of an outage can have a significant impact on the response of a system to its occurrence.  The following paragraphs contrast momentary and long term outages and the related issues that are addressed by active or passive testing techniques.  
Momentary 
Short term outages can be momentary, but can wreak more havoc on a facility than an outage that lasts for hours.  Common triggers include lightening strikes, switching transients, switching errors, control system hardware problems that trigger repeated controller reboots and controller software problems that repeatedly energize and then de-energize an output.  The problems that result are often related to the uncoordinated response between different systems or technologies. Newer technologies like electronic starters and variable speed drives have different response characteristics than older technologies like magnetic contactors, yet they are often mixed and matched in buildings.  For example, a solid state starter or variable speed drive can detect and respond to a loss of power that is only a few cycles long.  The nature of the response is a function of the drive programming, which should be set considering the requirements and characteristics of the facility. In contrast, the inertia of most magnetic starters will allow them to ride through short duration outages as if they never occurred.  Usually, this response is satisfactory. But significant problems can occur if the magnetic starters on large exhaust system ride out a power “blip” while the drives associated with the make-up system shut down and lock-out.  There are instances where such a failure created pressure relationships large enough to buckle shaft walls and blow out floor and ceiling tiles.  A DDC controller reboot that only shut down the exhaust fans but had no impact on the make-up air system could cause similar problems.
Testing the response to momentary outages is supported by the passive techniques of training and ongoing commissioning.  Inspections and procedural controls can take big steps toward ensuring the system will respond in the best manner possible.  Training and the associated documentation can empower the operating team with an understanding of the issues and their ramifications. Armed with such, they will be ready to assess and adjust the systems as they observe their response to real-time momentary outages. 

Long term 

Long term outages can last for minutes, hours, or even days.  In most situations the problems caused by the outage will occur on two fronts:
· Problems that occur at the load end as the result of the unanticipated removal of service.

· Problems that occur at the equipment end as the result of the restoration of service, anticipated or otherwise.

As was the case for momentary outages, testing for the effects of an unanticipated outage on the load as well as the impact of a very long outage are best addressed by passive techniques that include:

· Verification of the requirements for each load in terms of continuity of service as a part of the design process and the addressing of those requirements by design.
· Verification that the critical loads identified are in fact served in a manner that meets their needs both by the design and its implementation.

· Training and documentation to educate the operating team regarding these needs and requirements.

Addressing the response of the equipment to the loss and restoration of power after a long term outage lends itself to active functional testing and is the focus of the testing specifications provided later in this guideline.

Outage Location

Outages also can occur at a number of points in the distribution system between the source and the load.  The exact location of the outage can have a major impact on the response of the system and load served.  The following paragraphs contrast the impacts of outages at different locations and the related issues that may need to be addressed by active or passive testing techniques.  
Localized 
Localized outages fall into two general classes:
· Outages created by a failure of the motor, its starter, or its drive system:  Examples include a motor burn-out, single-phasing caused by burned contacts, or the disintegration of a belt our coupling.
· Outages created by the action or failure of an electrical distribution system device:  Examples include the loss of power due to the action of a circuit breaker or fuse in response to a fault, or the loss of power created by the failure of a transformer.
From an equipment standpoint, the difficulties associated with this type of failure will be in direct proportion to the number of pieces of equipment it affects, their relationship to each other, and level of importance of the service provided.  
Consider the case where a loose wiring connection on the overload of a variable speed drive causes the overload to trip, even though there is no real overload condition.  If the load served is a relief fan, the condition created can be tolerated to some extent in most buildings, even if it is undesirable in the long term.  In fact, it may not have a detectable impact on performance.  However, if the pressure relationships created by the fan being off result in it spinning backwards,  then there could be significant problems when the fan is restarted if the drive does not have the DC injection braking settings properly programmed to ensure that it does not engage against the reverse motor rotation.
In contrast, if the overload was in a variable speed drive that controlled the speed of the building’s only cooling tower fan, then the problem associated with the outage is not from the restarting of the fan. Instead, the loss of the fan has an effect on the rest of the building because it allows the condenser water temperatures to spiral out of control and trip the chiller head pressure safeties, shutting the cooling system. 

From the load standpoint, the difficulties associated with a localized outage are in direct proportion to the nature of the load.  The failure of a one horsepower general exhaust fan due to a burnt out motor may cause some odor problems but little risk to the occupants of the space.  On the other hand, if the motor associated with a one horsepower exhaust fan serving a perchloric acid hood burns up, immediate action is required to protect the occupants of the space and the building.

Building-wide 
While the implications of a building-wide power outage may be immediately apparent to the building’s loads and occupants, the issues for the equipment and systems will usually arise only if the outage is of significant duration or when the systems restart.  Since power is lost throughout the building, there is no energy input to the systems, which minimizes their potential to do harm.  And, since the duration is long enough to allow the machinery to coast to a stop, the problems that occur as the immediate outfall of the outage are limited to the transient conditions that exist as things spin down.  However, the potential transients should not be taken lightly and still merit consideration.  For example, in one large healthcare facility, a power outage shut down a major chilled water plant, including the large condenser pumps serving the chillers.  Unfortunately, the combined action of the check valves and the large mass of water moving away from them in the pipe when they closed caused a very negative pressure to be generated behind the moving slug of water, which acted like a piston.  As a result, a large fiberglass header common to all of the chillers was ruptured, flooding the mechanical room and rendering the system inoperative until repairs could be made.  This all occurred during one of the most hot and humid weeks of weather on record for the area.
There are instances when the requirements of the loads served need to be considered in addition to the response of the equipment at the time of the failure.  Generally, these are instances where the equipment provides a utility service to other processes or systems that could be placed in jeopardy if the utility was unexpectedly removed without time for an orderly shut down.  Such situations are usually limited to process sites or complex institutional or commercial buildings where scientific research is conducted.  One example of such a critical process application is the crystal growers used in the semiconductor industry.  These machines are used to melt pure silicon and then grow the ingots from which silicon wafers will be manufactured.  The growers operate at temperatures in excess of 1,000°C and are served by a cooling system that dissipates heat from the growing chamber.  It is absolutely essential that the flow of cooling water be maintained until an orderly shutdown has occurred and the grower has cooled off.  Otherwise the high temperatures will rapidly vaporize the water in the cooling jacket, converting it to steam, and causing an explosion.  Problems of this type must be addressed at design and should be subjected to the scrutiny of a highly specialized rigorous commissioning process, which is beyond the scope of this specification.
Area-wide

An area-wide power outage that knocks a building off-line along with all of the others in its immediate vicinity (including any central plants serving the building) will have an impact that is similar to a building-wide outage.  But, an area-wide outage that affects a central plant but not necessarily the buildings it serves can be a different matter.  Consider a hospital in a hot and humid environment with the following circumstances:
· A surgery suite served by a 100% outdoor air, 15 air-change per hour air handling system that can maintain 68°F/50%rh operating rooms (48.7°F dew point).  Per the licensing requirements, the air handling unit runs round the clock to maintain the operating rooms at a positive pressure and is served by emergency power.

· A central chilled water plant that is not capable of delivering chilled water when normal power is not available.

· A hot, humid summer day with a dew point temperature of 80°F.  
· A thunderstorm that knocks the local utility off-line.
Such an area-wide outage affected the central plant serving the hospital.  But, when the outage occurred, the emergency generators at the hospital came on line and had the surgery suite air handling system up and running in less than 10 seconds, albeit without any cooling or dehumidification since there was no chilled water available.  Since the system had been operating to maintain some of the rooms at 65°F/50%rh at the time of the outage, the surface temperatures in the duct system were in the mid to upper 40s°F, and the surface temperatures of the walls, floors, ceilings, and other surfaces in the surgery were at 68°F.  When the unconditioned outdoor air came into contact with the cold ducts and building surfaces, heavy condensation occurred since its dew point of 80°F was considerably above that of any of the surfaces.  The condensation ruined sterilized supplies, created a slip hazard, and, most seriously, created a potential for infection as water dripped into the sterile field around the operating table in the active ORs.
A simple interlock prevented a re-occurrence of the problem in the future.  Certainly, this type of problem is best resolved before a thunderstorm, by considering what could happen, implementing a design to prevent the problem, and then testing the design to verify that its intent is achieved.  The bottom line is that while the implications of a loss of power to a facility in an area-wide outage need to be considered and addressed, it is also important to consider the implications of not losing power at the facility when an area-wide outage impacts utilities and other services with sources outside of the facility. 
Single-phasing

“Single-phasing” is a term applied to a partial power outage on a multi-phase distribution system during which power is only lost on one phase.  The phase loss can be localized, and affect only one motor control center or motor, or it can be system-wide and affect an entire building or number of buildings.  Regardless of how widespread it is, a power outage will cause any three phase motors that are running to operate with a current draw increased by 173 – 200% as the two phases are now carrying the power originally provided by three and because of power factor shifts.  The loss of power can be the result of a real outage from the loss of one phase in a distribution transformer.  Or, it can be an “apparent” loss of power created by dirty contacts in a motor starter, which are closed but not conducting, resulting in a single phase condition from the motor’s perspective.  The issue is best addressed by properly sizing and maintaining motors running overload protection.

This is another area where passive techniques are applicable including:

· Verification that the issue is addressed by the design requirements and features of the motor protection equipment.

· Verification that the features provided by the design have been properly implemented in the field in a manner that will protect the equipment as installed. This can be subtle, because a mechanical equipment substitution could have an impact modest enough to warrant no change in the electrical design but significant enough to change the settings required to adequately protect the motor from single phasing.

· Training and documentation to educate the operating team regarding these needs and requirements.

3. Electrical Power Sources

Given the critical nature of electrical power to the processes and functions occurring in many facilities, it is common for alternative power sources to be incorporated into facilities’ infrastructure to minimize the problems that occur should the electric utility fail to deliver.  A comprehensive power failure recovery test will need to address the effect of a power loss from any and all sources, including the interaction of different sources when the outage occurs.  Common building electrical power sources are contrasted in the following paragraphs.

Normal Power from a Single Source

This is the most common arrangement, in which power is supplied by the utility via a single point of service.  If the utility fails, the building will be without power until the utility resumes operation.
Normal Power from Multiple Sources

It is not uncommon for larger facilities to have two different electrical service connections served by two different locations on the utility grid.  Switching arrangements inside the facility may allow any or all loads to be served by either service.   This type of connection offers some measure of protection from an outage caused by a localized problem in the utility’s distribution grid, but does not provide protection from a major distribution problem or a loss of generating capacity.
Emergency Generators
Standby generators are the most common means of providing protection from a loss of utility power.  In most instances, the generator start is triggered by a detection of power loss.  Automatic transfer switches apply the loads to the generators after they are up and running and then re-transfer the loads back to normal power when it is re-established.  Thus, there will be a detectable break in service upon loss of power and may be a less detectable break in service upon return of normal power.

Multiple  power sources = Disaster waiting to happen:  On a process site, a critical 100% outdoor air, make-up air handling system had its parallel high capacity, high static supply fans served by emergency power to ensure continuity of service if power was lost.  The unit’s control system was served by a UPS for the same reason and to prevent problems with memory and microprocessor operation due to power quality issues.  Unfortunately, there were no inputs to the control system to inform it of a loss of power.  As a result, during a power outage, it would remain blissfully unaware of any issues, including the need to shut down the system it served and perform an orderly restart.   Compounding the problem was the fact that the interlock circuit associated with the outdoor air dampers had been inadvertently connected to a normal power source.  At best, this connection defeated the purpose of the other emergency provisions since limit switches on the dampers would not allow the drives to run if the dampers failed to open.  At worst the mixed, multiple power supplies coupled with poorly coordinated power failure recovery mode programming in the fan VFDs set the stage for a disaster. To find out what happened when Murphy initiated a functional test of the system, read “Commissioning to Meet Space Qualification Criteria vs. Energy Consumption Optimization Focused Commissioning” available at www.PECI.org.
Frequently, there are code requirements regarding the time delay between a loss of power and the assumption of the load by the generators.  Codes may also dictate the arrangement of the distribution system into an essential electrical system with an emergency system that serves a critical and life safety branch and an equipment system.  Generally, the intent is to segregate loads with different requirements and provide higher a priority of service to the most important loads.  Additional details can be found in the National Electric Code Article 517 – Health Care Facilities, Life Safety Code - NFPA 101, and Standard for Health Care Facilities – NFPA 99.
Uninterruptible Power Supply (UPS)

UPS systems eliminate the momentary loss of power typically associated with emergency generators and transfer switches.  Battery banks with invertors or motor/generator sets provide seamless transitions to and from reserve power when the normal power source fails.  Generally, these systems are intended to provide sufficient capacity to ride through momentary outages and allow an orderly shutdown in the event of a long term outage.  
Cogeneration Systems
Some facilities are equipped with co-generation systems that provide on-site power generation while utilizing  waste heat to drive other processes like space heat, process heat and absorption cooling.  Micro-turbines, fuel cells, and renewable power supplies like wind turbines and photo-voltaic arrays are also becoming common in this arena.  Depending on economics, cogeneration equipment can be designed to:

· Absorb a fixed quantity of the site’s base load, essentially running at full capacity any time they are on line.

· Provide peak shaving capacity to control site demand and the associated cost.

· Provide for all of the power required on the site. 
· Provide for all the power required on the site and generate additional power for use on the utility grid. 
Since the cogeneration equipment serves as the “normal” power supply, critical loads still may require backup via independent emergency generators or via a connection to the utility.
If a site or system is served by more than one power supply, careful coordination is required to ensure the desired response to a power outage.  Power redundancy can seem highly desirable in the narrow perspective of a particular component or subsystem, but can lead to disastrous consequences if it is not properly coordinated with the requirements of the other elements of the system, as can be seen from the sidebar.
4. Control System Response
The response of the control system to a power outage can be a key component on the critical path to successful recovery.  Power failure recovery testing may need to target several controller related failure modes to ensure the desired system response in all situations.
Controller Knowledge of the Power Loss

Of key importance is the control system’s knowledge of the power loss, and there should be a provision in place that will trigger an appropriate response in the system when power is lost.  Providing a UPS for the control system may seem like a good idea to ensure immunity from power quality problems, but it takes away the system’s most obvious indicator of a power outage.  In situations where the controller’s and operator’s work stations are protected by a UPS, dedicated inputs may be required to reflect the state of the power supply.  Where multiple power sources exist, independent inputs reflecting the status of each power source may be necessary.  Even if the control system components are not isolated from the effects of a power outage, it may be necessary to provide inputs to the equipment or systems under control.  Because if a localized failure occurs at the equipment or system location but not the controller location, it could trigger problems if the controller did not respond accordingly.
Controller Response to a Power Loss
Controller knowledge of a power loss must be coupled with control logic to direct the system’s response once a power outage is detected.  In some instances, the default start-up/recovery process initiated when power is applied to the controller may be satisfactory.  However, some buildings, especially large or complex buildings or systems, may require that equipment is energized in a specific sequence to avoid damage or adverse operating conditions.  Many current technology controllers have a “flag” that is triggered when power is applied.  This trigger can be used to initiate a specific sequence of events and provide an orderly restart. 
Network Response to a Power Loss

The response of the control system network to a power outage can be just as important as the response of the controller.  A network failure can prevent inter-controller communication and operator intervention, both of which can be critical during the crisis that often exists during a power outage.  It is important to bear in mind that a localized failure could compromise the control system by disabling a network hub or an operator’s workstation even though the failure did not take a controller off line.  Frequently a portable computer with the necessary interface software to interface with the control network through a port in an active controller will provide a measure of redundancy during such an outage.
5. Design Phase and Construction Phase Issues
The first step in successful recovery from a power failure comes from a well planned and executed design that considers the relevant issues and proactively address them.  Taking steps during the construction process to ensure the design is implemented as intended is the next step in the process.  Functional testing targeted at verifying the integrity of the installed systems when challenged by a power outage is the final step in ensuring reliable performance under challenging operating conditions.  

Buildings and systems that have not had the benefit of a design and construction process, including consideration of the response to a power failure, will still recognize some benefit from power failure recovery testing.  However it is likely that this process will uncover previously unacknowledged issues that may be challenging and costly to correct given that the systems are in place.   The level of risk is also somewhat higher in these situations given the lack of attention to the issues during design and construction.  

Systems designed to automatically restart upon a recovery from power failure, or transfer from back-up to normal power, require special attention during the design and construction phases to ensure a safe and orderly restart.
5.1. Automated System Restart

Automatic restart can mean that equipment simply starts operating in the same state as it was when power was lost or that systems and components are commanded to start in a specific order.  Depending on system characteristics, the area(s) being served, and atmospheric conditions, simply allowing equipment to come back on-line when power is restored and operate as it was prior to the outage may be perfectly acceptable.  Problems can arise if the individual component interlocks do not function as intended, hence the need for component-level testing prior to performing a whole building outage test.
In contrast, an automated system restart typically refers to automatically restarting equipment in a specific order.  Typically this type of restart not only requires individual component interlocks do not function as intended, but detailed programming within the central DDC system.  Oftentimes, the controller will monitor the local power and execute a shutdown routine when power is lost.  The shutdown routine would generally reset all control commands to an “OFF” state and wait for confirmation that power has been restored prior to executing the power recovery start-up sequence.  Close coordination with the design team will be necessary to ensure that all aspects of the systematic start-up sequence are addressed thoroughly.  For example it may be advantageous to start the central chiller and boiler plants first prior to starting any air handling units in order to maintain proper humidity control or prevent coils from freezing.
5.2. Emergency Power

The time delay between normal to a back-up source can be so short that a DDC system may not detect the momentary loss in power.  However other electronic devices may detect the power loss and initiate their own internal power recovery sequences.  For example, a VFD may shut down and require a manual restart regardless of the command from the central DDC system.  This could cause significant operational and/or safety problems.  If a supply fan remains OFF due to the internal drive setting yet the remaining systems and exhaust fans operate as intended on emergency power, proper pressure relationships and temperature/humidity control will not be maintained.  This could be critical in medical, laboratory, or process-related facilities.  Again, individual component interlocks and internal controls need to be coordinated with the central DDC system and tested prior to performing a whole building outage/emergency power test.
6. Managing Risk

By nature, power failure recovery testing will subject the systems under test to the risks associated with an improper or unintended response to the loss or reapplication of power.  The most common places for damaging deficiencies to be encountered are:

Localized outages where the outage affects a component or subsystem but not the entire system.  

For example, a power outage to the interlock circuit controlling the outdoor air dampers on a 100% outdoor air system that does not impact the fans could subject the intake plenum to extreme negative pressures unless proper provisions had been made in the design to protect it via permissive interlocks, limit switches, pressure relief doors, etc.  If the outage affects the fans and the damper interlock circuit, the potential for trouble is significantly mitigated.

Outages where portions of the building and its systems are recovered by emergency power while others remain off line until the return of normal power.  

If the fans in the preceding example were served by emergency power, but the damper interlock wasn’t (either intentionally or accidentally), problems could ensue.

Recovery from a power outage.
Problems at this point are usually the result of an uncoordinated reapplication of power either because the power is restored to different areas at different times or because control software and programming have not been properly coordinated to ensure a smooth recovery.
Additional discussion on this topic can be found in the  General Precautions and Preparations section of the Functional Testing Guide.
 
7. Building Level Testing

7.1. Introduction

Successful performance at the building level is the ultimate goal of power failure and recovery testing.  In some situations, this is the only level at which testing will occur.  Generally, the more complex the building or system and the higher the likelihood of damage as the result of a failure, the more desirable it will be to test at the system or component level prior to proceeding with a building level test.
Power failures and the subsequent recovery can be one of the most difficult transitions that a building and its systems have to face.  And, regardless of whether or not the issue is addressed by the design and project specifications, the building and its systems will inevitably be challenged by such an event.  

Unanticipated and untested, the response of the building and its systems to a power outage can cause significant problems.  In some instances, damage can occur and/or dangerous conditions can result, as can be seen from the side bar Shear Luck.  Functional testing at the component level, system level, and building level can help mitigate potential problems.  By nature, any power outage and the subsequent recovery will expose the building and systems to risk.  In a test environment, that risk is managed to a far greater extent than it will be in an actual event.  As a result of testing, the risk associated with an actual event is also managed.
A critical part of developing a power failure recovery test is to define a power failure in the context of the component, system and facility under test.

Research conducted by Pacific Gas and Electric in the course of developing the Commissioning Test Protocol Library revealed that the following topics should be addressed when developing a commissioning test procedure.

·  Purpose of Test
· Acceptance criteria


· Special instructions


· Special equipment required

· Precautions


· Prerequisites

· Preparation


· Procedure

· Return to normal

The remainder of this section follows this structure with regard to power failure recovery testing.  Appendix A also utilizes this structure to explore component level testing. 
For illustrative purposes, this section will include examples based the system illustrated in Figure 1.  The portions of the text associated with the example will be in italic font with a gray background.
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Figure 1 – A hypothetical clean room (above) and its make-up air system (below)

The characteristics of this clean room include:

The majority of the clean room is a class 1,000 area used in the final step of wafer fabrication.  The area in front of several of the wafer reactors is class 100.
The Acid Etch room is a class 10,000 area where wafers are etched in acid baths for quality control testing purposes.
The scrubber illustrated in the diagram represents multiple scrubbers targeted at treating exhaust streams from different hoods and tools in the clean room.

The cooling and recirculation air handling units are systems:

Designed to maintain the high air change rates required by the clean room classification.
Designed to offset sensible gains that occur in the space.  

The clean room is surrounded by a clean corridor maintained at a pressure below that of the clean room to ensure airflow out of the clean room from cleaner areas to dirtier areas.

Clean room cleanliness is ensured by maintaining a slight positive pressure in a clean area relative to the dirty areas around it.  For example, the class 1,000 space is slightly more positive than the class 10,000 space adjacent to it, and the class 10,000 space is slightly more positive than the clean corridor. 
The boxes on the drawing represent multiple pieces of equipment and air handling systems serving a number of different clean room classifications.
7.2. Purpose

The purpose of testing at this level is to verify of the response of the entire building to a loss of power and its re-application, and to ensure that the integrated response of the entire building is satisfactory.  The specific targets of the test, as reflected in the acceptance criteria, will vary from facility to facility.  Generally, mission-critical facilities (like our example) will have a much more stringent focus than non mission-critical facilities.
In the case of our example, the purpose of the power failure recovery test is to verify that, upon a loss of power, the clean room remains safe with a minimum potential for contamination and when power is reapplied, the recovery process continues to maintain a safe environment, minimizing the potential for contamination.  The design intent targeted these requirements by incorporating the following features:
All HVAC systems serving the clean room and surrounding areas are supplied with emergency power and arranged to remain in the operating state that existed before the power outage.
The emergency generators have been selected and applied in a manner that will allow them to start and pick-up the load within 10 seconds of the time a power outage occurs.

Re-application of normal power is a manually initiated event, invoked by the operators once viable normal power has been re-established and the clean room operating mode has been configured in a manner that will allow a stable, safe transition.

The test is designed to ensure that the design intent is achieved when power is removed from the clean room for a period of several minutes or more, then reapplied.  The test does not address the response of the clean room to a momentary (fractions of a second to seconds) loss of power.

7.3. Acceptance Criteria

In general terms, power failure recovery testing is targeted at ensuring that a building can tolerate a power outage and recover from it with minimal risk to systems and occupants.

Sample acceptance criteria: 

· Require a stable, predictable, and safe response of the entire building to the loss and reapplication of power, including transfers to and from alternative power sources.

· Require that when a power outage occurs, the control strategies and interlocks are arranged in such a way that the systems do not restart automatically. 

For our example system, the following acceptance criteria have been defined:

In the transition time between a power failure and when the emergency generators pick up the load, the clean room environment remains safe.
There is no reverse flow from the systems served by process exhaust.

There are no pressure relationships generated that prevent the operation or use of emergency exits and egress routes.

Manufacturing processes remain safe and stable.
During the entire event, from power outage to power re-application, the building systems respond in a manner that prevents damage to system components. 

During the entire event, from power outage to power re-application, the building systems respond in a manner that minimizes product loss and clean room contamination.  

To the extent required by the design intent, the automation provides an orderly shut-down of non-critical systems while keeping critical systems on line for a manually initiated orderly shut down.  Critical systems include:

Make-up air

Process exhaust and scrubbed exhaust

Recirculation

Preheat

Dehumidification

Emergency lighting

High purity water systems (RODI) 
Compressed air
High purity gas systems

Production tools and machinery

The manual shut down procedure brings the clean room down the rest of the way to the “at rest” state without creating an unsafe environment or endangering the process machinery.
7.4. Special Instructions

Include special instructions to the test team where necessary to:

· Minimize disruption to concurrent building operations.

· Coordinate the test with the current state of construction.

· Coordinate the test with the requirements of the manufacturer, including warranty requirements regarding equipment and systems involved.

In the case of our example, the risk associated with a failure could be quite high in terms of life safety or product loss.  Thus, the test should be scheduled for a time when the clean room is idle with all product removed or protected and without people present.

7.5. Participants and Roles/Responsibilities

Performing component-level and whole building power failure recovery tests generally requires the participation of many people.  All participants should be aware of their respective roles and responsibilities prior to executing the tests to ensure the tests are carried out smoothly.  It is also a good idea to outline lines of communication and procedures that will be carried out should a test need to be aborted.  Typical participants and their respective roles and responsibilities are outlined below.
· Commissioning Provider.  Generally the commissioning provider (CxP) works with the design team to ensure all aspects of system operation are thoroughly addressed, including normal operation, emergency power, system shut down and manual or automatic restart.  The CxP also facilitates coordination between the trades during construction to ensure installation will meet the design intent.  The CxP will typically develop the detailed test procedures and witness all tests.
· Mechanical Contractor.  The mechanical contractor is responsible for all work specified under Division 15 of the specification.  The may execute various component and system-level tests.  They will also be responsible for fixing mechanical issues that are identified through the tests.
· Electrical Contractor.  The electrical contractor is responsible for all work specified under Division 16 of the specification.  The will execute many component and system-level tests, especially the emergency generator test.  They will also be responsible for fixing electrical issues that are identified through the tests.
· Control Contractor.  The controls contractor may be needed to manipulate the control system as necessary to execute various tests.  They will also be responsible for fixing control issues that are identified through the tests.
· Design Team.  The design team will work with the CxP to ensure all aspects of system operation are thoroughly addressed.  They may also witness all tests to ensure compliance with design intent.
· Fire Marshal.  The fire marshal will witness operation of the smoke and fire dampers and interaction of all systems with the fire/life safety system.  The fire marshal will typically witness the tests under normal power but may also require that all tests be performed under emergency power as well.
· Code Officials.  Various code officials may want to witness the tests.  In particular, the electrical inspector would probably witness an emergency generator test.
· Facility Operators.  The facility operators may witness and/or assist in the tests.  This may be especially true in mission-critical facilities.
· Insurance Underwriter.  An insurance underwriter may witness various tests, especially if the systems being tested serve mission-critical facilities.
· Manufacturer’s Representative.  A manufacturer’s representative may witness various tests, especially if the systems being tested serve mission-critical facilities.
7.6. Special Equipment Required

Most testing at this level can be accomplished using standard tools and meters.  See the Basic Tools, Instrumentation, and Equipment section in the Functional Testing Guide for additional information.  Generator tests may require load banks and the associated temporary interconnections.
The general case is typical for our example. Since the test is designed to test the response of the clean room and its supporting systems to a power outage and re-application of power, load banks and other specialized equipment will not be required.  This does not mean that they will not be required for the overall testing protocol for the project.  Mission-critical facilities often require that the load carrying capability of the emergency generators be verified via a long term test running against a load bank.  However, in the case of our example, such a test would be a pre-requisite.

7.7. Precautions

The precautions associated with a test are a reflection of the potential risks associated with the protocol.  In some instances, the requirements of the loads served at the time of the failure need to be considered in addition to the response of the equipment.  Generally, these are cases where the equipment provides a utility service to other processes or systems that would be placed in jeopardy if the utility was unexpectedly removed without time for an orderly shut down.  Such situations are usually limited to process sites or complex institutional or commercial buildings where scientific research is conducted. 

Testing at this level will generally involve dynamic responses rather than static verifications.  Moving machinery and fluid streams represent mass in motion and thus energy, which increases the potential for damage if things go wrong.  Because of these factors, the test team should proceed with caution, appreciate and anticipate problems related to system dynamics, and be prepared to respond proactively if there are indicators of a problem.

When performing power failure recovery tests, it is often tempting to simulate the power failure by opening the local disconnect switch.  However, such an approach should be used with caution.  Many service disconnects are not rated for use while energized.  In other words, they are intended to isolate the equipment they serve from the system for service or repair, but only after the equipment has been de-energized and is not drawing power.  If this type of switch is opened under load, the switch blades and contacts might be damaged if  they are unable to extinguish the arc created when the circuit begins to open.  In contrast, load break rated switches are designed to be opened under load and are much more sophisticated in design. They include special features designed to control and suppress the arcing that occurs when a current carrying circuit is interrupted. Regardless of the type of switch, it is highly desirable to throw it while facing away from it and with your body in a position that is not directly in line with the face of the switch (see Figure 2).
[image: image3.jpg]



Figure 2 – Throwing a disconnect switch
In the case of our example, (given that the test will be conducted with the product removed from the clean room or in the absence of clean room personnel) the risks associated with the test fall into two general categories:

Potential for contamination of the clean room:  If all goes as anticipated, then the make-up air, process exhaust, and recirculation systems will be picked up by the emergency generators within 10 seconds of the power outage, minimizing the potential for clean room contamination.  But, if Murphy intervenes, things could fall apart pretty quickly.  For instance, a problem in the control programming, wiring, or interlock circuits could allow the make-up system to shut down without shutting down the process exhaust.  Were this to happen, the acid room would be particularly at risk since it would be served with 6,000 cfm of exhaust with no make-up air.  Such a situation could easily result in the collapse of the plenum separation in the sub-floor and result in the air flow blowing out floor tiles as it made its way through the acid room to the exhaust system.  The inflow of air from the return plenum could pose a significant contamination threat to the class 10,000 clean space in the acid room in addition to the damage associated with the collapse of the plenum separation and the blowing out of the floor tiles.
Potential for equipment damage:  Again, if all goes well, then the risk to the HVAC systems and equipment will be minimized by proper execution of the design intent.  But, if a wiring error resulted in the interlock circuit serving the outdoor air dampers on the make-up unit to be served by normal power instead of emergency power, then the stage is set for major system damage.  If such an error were to occur, then the power failure would cause the make-up air AHU intake dampers to drive toward the closed position, despite the fact that the make-up air fans resumed operation by virtue of being served by emergency power.  Operating the make-up air fans with the intake damper closed could generate negative pressures sufficient to collapse the intake damper assembly or the fan casing. 
7.8. Prerequisites

Power failure and recovery testing at this level is generally one of the last tests performed.  This is because it is necessary for all of the systems and subsystems in the building to be fully operational prior to testing.
Testing Hierarchy

As part of good risk management, the testing hierarchy followed for power failure recovery testing is no different than the one employed for most commissioning processes. The performance of simple components and subassemblies is verified before proceeding to system level and then building-wide testing.  However, given the risks associated with a failure, especially in a large and complex facility, adherence to this hierarchy is much more critical than when testing some of the other building systems.  Skipping component level testing and proceeding to system or building level testing may be acceptable for some HVAC processes, and can result in only nuisance problems and minor cascading instability. While annoying and troublesome to resolve, these aren’t likely to damage the system.  In contrast, when subjecting a system to power failure and recovery, failure to resolve issues at the component level first can result in serious problems, as illustrated in the sidebar Shear Luck. 
For most buildings, testing at the system level will focus on:

· Air handling systems

· Pumping systems

· Cooling plants

· Heating plants

· Compressed air systems

Shear Luck

Upon entering a major equipment room in a large, high profile commercial building, the facility operator realized that one of the variable speed drives associated with a direct drive plug fan in a major air handling system had tripped off.  In an effort to immediately restore service, he quickly switched the system to “bypass”, essentially converting the motor to a conventional, fixed speed motor across the line start configuration.  What he hadn’t realized when he entered the room was that the fan was spinning backwards at a fairly high speed due to the pressure relationships that had been created when it tripped off line.  Connecting the reverse spinning motor across the line stopped the reverse rotation of the motor nearly instantaneously.  Unfortunately, the large fan wheel connected directly to the motor shaft had accumulated a lot of inertia while spinning backwards and was not inclined to stop as quickly as the motor had.  The resulting force sheared the drive shaft, at which point the still-spinning wheel ruptured the fan casing, climbed the wall and crossed the ceiling for a considerable distance before its energy was dissipated and it came crashing to the floor several feet in front of the startled operator.  
Appendix A presents power failure and recovery test guidance for several examples on the component and system level.

Emergency Generators

Buildings served by multiple generators will require testing prior to a building-wide power failure and recovery test to ensure that the generators can operate concurrently without a problem.  Where the distribution systems served by the generators are isolated from each other, the issues are generally less complex than in situations where the generators are parallel and serve a common distribution system.  Appendix B includes guidance on testing for emergency generators.

Uninterruptible Power Sources (UPS)

A building that includes UPS systems will require testing prior to a building-wide power failure and recovery test to ensure it can operate as designed to protect equipment during a momentary loss of power.  This may be particularly important for the building automation system’s front end.  UPS systems eliminate the momentary loss of power typically associated with emergency generators and transfer switches.  
In the case of our example, the following component level tests would be in order prior to executing the building-wide test.

Alternative Power Sources: As indicated in the preceding paragraphs, focused testing of the generators and UPS systems associated with the clean room must be performed prior to the more holistic building-wide power failure and recovery test. 
Make-Up AHU Outdoor Air Damper:  Since the outdoor air damper for the make-up system represents the only source of air flow in the event of a power outage, verifying that it is served by an emergency power circuit is warranted.  In addition, it is important to verify that the limit switches associated with the supply fan’s permissive interlock circuit have been properly adjusted and are fully functional.
Fire and Smoke Dampers:  The impact of fire and smoke dampers that close inadvertently during a power outage is similar to what was discussed in the previous bullet.  

Utility System Interlocks: The make-up air system has the potential to introduce a large volume of untreated air into the highly controlled, relatively cool and dry clean room environment.  Taking the time to ensure that the humidification, preheat and dehumidification processes remain active during a power outage minimizes the potential for condensation and loss of environmental control in the clean room as the result of a power outage. 

Pressure Relief Doors and Fan interlocks:  Both of these safety systems can provide a significant measure of protection from the problems alluded to in the preceding bullets.  Taking the time to verify the functionality of the pressure relief doors and other safety systems prior to a building-wide test will generally be time well spent. 

System and Network Level Controller and Operator Work Station Operation: In the age of DDC, micro-processor based controllers represent the “key to success” in terms of ensuring an operating sequence per the design intent and preventing a disaster when the inevitable power failure occurs.  Frequently, because they are on the “crucial path,” DDC system controllers in mission-critical facilities are placed on the emergency power circuit or a UPS system.  Such an approach can be a mixed blessing.  On the positive side, the controllers will be blissfully unaware of a power failure.  This feature can also be a huge detriment to the viability of the systems served by the controller.  If a controller is unaware of the loss of power in the system it serves, it can not respond to such a failure and generally will continue to operate as if nothing had happened.  Such an operating strategy frequently leads to operational problems at a minimum and frequently will result in damage to the system or its components.

Humidifier:  If the humidifier is not shut down when the fan system shuts down, the results can be particularly catastrophic in systems equipped with high efficiency and HEPA filters downstream of the humidifier and in systems where the introduction of contaminants in the occupied zone is undesirable.  An active humidifier with no air flow will tend to fill up the air handling unit casing and duct system in its immediate vicinity with water vapor.  This vapor will condense on surfaces with a temperature below the dew point of the air containing the vapor, resulting in puddles of liquid water.  Eventually, this liquid water will run or be blown out of the duct system into the occupied zone at the supply diffuser location.  If the supply diffuser is in a critical location (as it usually is) then the results of liquid water blowing out if it from the duct system can have major negative consequences.  Consider a surgical suite where the diffusers are typically located over the operating field and surgical team. In this situation, liquid water blown from the duct system would represent a major infection source in the sterile field.  In the case of our example, liquid water blown from the duct into the process tools or product would contaminate the product and tools used to make the product, and could damage the production tools.  Taking steps to ensure that the humidifier is deactivated when there is no air flow in the system, whatever the reason, will go a long way toward preventing production problems and ensuring product quality when the inevitable power outage occurs.  Testing this feature prior to simulating a building-wide power failure is crucial to the success of the power failure and recovery test.
Scrubbers:  In a process environment like our example, ensuring the coordinated and orderly shut down and restart of the scrubbers that treat the hazardous exhaust from the production process can be critical to life safety, product quality, and the prevention of equipment damage.  Thoroughly verifying and testing all of the scrubber operating modes, including the response to component failures, shut down, start-up, and interlocks with the related make-up systems is a crucial first step down the path to a successful building-wide power failure and recovery test.
Process exhaust fans:  Conservation of mass is a fundamental principle common to most HVAC processes; in essence, “the goes intas gotta equal the goes outas”.
  For the clean room that is at the heart of our example, the process exhaust fans are the “goes outa’s” side of the equation while the make-up air system handles the “goes intas”.  For instance, if the make-up air system were to shut down while the process exhaust fans remained in operation, the pressure relationships generated could easily contaminate the clean room, ruin product, or, worst case, blow out floor or ceiling tiles.
  Taking the time to test and verify the functionality of the process exhaust systems and their interlocks with their associated make-up air systems prior to performing the power failure and recovery test will go a long way toward preventing unpleasant surprises and minimizing risk when the building-wide test is undertaken.
Recirculation Systems:  In the clean room in our example, the recirculation systems are an integral part of the scheme that controls clean room environmental quality and thus, product quality.  Testing the response of the individual recirculation systems to a power failure prior to a building-wide test will pave the way for a smooth procedure with minimal risk when the time comes to perform the more holistic test.
7.9. Preparation

Documentation

The words “too much” and “documentation” would be considered mutually exclusive by many commissioning providers.  The preparation and execution of complex tests such as a power failure and recovery tests on complex systems like the clean room in our example will be facilitated with detailed, accurate documentation of the equipment and systems under test.  Prior to testing, this information provides the background necessary to develop a thorough, safe, and robust test procedure.  During the test, this documentation provides a valuable reference for diagnosing any problems that may come up and assessing the test results.

For our example, the following documentation will be particularly valuable:
System Diagrams:  Systems diagrams are the foundation for system diagnostics, presenting the system arrangement and inter-relationships in a logical pattern that facilities troubleshooting and problem assessment. The following diagrams will be particularly useful to the team performing the power failure recovery testing on the clean room in our example:

HVAC system flow diagrams and schematics

Electrical systems (commonly referred to as the “riser diagram” or the “electrical one-lines”)
Control system drawings and schematics

Fire alarm system schematics

Process and Instrumentation Diagrams (P&ID diagrams)

Narrative Sequence:  A verified, detailed narrative sequence describing exactly how the various systems should function in all operating modes, including in power failure and recovery, is always an invaluable commissioning resource.

Shop Drawings, Installation, and Operation Manuals:  These documents frequently contain critical information regarding electrical power and interface requirements as well as the shut down and restart procedures for the equipment and machinery they are associated with.  This information is a valuable and essential resource for developing the test steps and defining the test targets.  It also can be an indispensable asset to have on hand should problems arise during the test process or the return to normal process that follows.
Testing
Preparation for testing at this level will typically be extensive due to the integrated nature of the test.  Coordination with other trades working in the building, the equipment suppliers and contractors and other interested parties is imperative to ensure that everyone is informed and that there is “buy-in” to the process. Of key importance is coordination with the building’s occupants, especially in process and research environments, where an unplanned and unanticipated power outage can wreak havoc on research projects, product quality, precision machinery, and production schedules.
Even in a well designed and fabricated system, power failure recovery testing will probably uncover deficiencies.  In retrospect, the deficiencies will seem obvious and sometimes they are.  But in many instances they are subtle and as the impact of the deficiency is assessed and repaired, frequently the words “Darn, I never would have imagined that could happen,” are uttered in the field.  Manual testing should be conducted by knowledgeable individuals who have anticipated that things might go wrong; i.e., they will be anticipating specific problems and also anticipating that there could be some things they might not have expected.  Since they know the systems and are familiar with the weak points, they can be prepared to act before things get out of hand.  For complex systems with a high level of risk associated with their testing, a rehearsal can be an excellent tool for preparing for events associated with the actual test.  It is important that rehearsals address who will do what and when for both the anticipated steps as well as the anticipated problems.  The following concepts should be considered: 

· A clear chain of command should be identified and agreed upon by all involved parties.

· The actions to be undertaken by the different individuals involved in the test should be clearly defined and understood with consideration given to what will be done if things go as planned as well as what will be done if things go amuck.

· Clearly defined limits for any deviations from the “as planned” system response should be discussed and understood by everyone involved, including the sequence of who will do what based on which indicator if things begin to get out of hand.

· Physically walk through what each person will do for the “as planned” and “out of hand” situations: touch the switch that will be thrown, point to the gauge that will be monitored, etc.  Such an approach will begin to embed critical information into the subconscious, making reactions in an emergency timelier and less likely to be in error.

Additional discussion on this topic can be found in the General Precautions and Preparations section of the Functional Testing Guide.

For the clean room in our example, coordinating the test with the production team in the clean room will be a critical step.  Handled properly, the test provides an excellent way for the production team to verify the response of their machinery and systems to the loss and re-application of power.  Handled improperly, the test could ruin product, damage sensitive machinery and create life safety hazards.

On the HVAC side of the equation for the clean room in our example, the test will include the response of a large, 100% outdoor air handling system served by normal and emergency power sources.  One of the issues that the test team should be aware of are problems that could collapse the intake plenum. In preparation for the test, they might discuss and plan for their ideas about specific things that could go wrong (dampers not on emergency power, sequencing problems, limit switch adjustments, etc.)  But they would also know that something they hadn’t thought of could happen. As a result, they would plan to react to any sign of impending disaster (changes in sound level, whistling due to high velocity air flows through closing dampers, etc.) and stop the test even if the reason for the problem was not immediately apparent.  Once the equipment was in a safe state, they would figure out why it happened.  (In contrast to this controlled termination of the test, nature would just continue with the test despite signs of trouble.)  Given the risks associated with the test in our example, rehearsing what each member of the team will do during the test, including what they will do if things start to go wrong, will go a long way toward mitigating problems that may come up.  
7.10. Return to Normal

As with any testing process, it is absolutely essential that the systems be returned to their normal operating state subsequent to the test.  Temporary connections, provisions and equipment must be removed.  Selector switches and programming must be returned to the normal operating state.  Simulated conditions must be removed.  Documenting this and proactively including the owner in the process is essential.   Allowing some time for the systems to stabilize in the normal operating mode prior to leaving the site is also important.  In critical environments, it may be necessary to do some spot checks and testing to make sure that critical operating parameters are being met by the re-started systems.
For smaller, less complex buildings, the recovery from a power outage may be a totally automatic response.  However, in complex buildings or process environments, significant manual intervention is often required to ensure a safe and problem free return to normal operation.  Frequently, a test that assesses the system response to a power failure can also be used to verify special procedures and checklists when guiding the operating team in bringing the facility back into operation.

For the clean room in our example, the restart process subsequent to a power outage is manually controlled event.   This approach ensures that a series of checks and cross checks will be carried out by the facilities staff (who are charged with operating the site utility systems) and the process engineers (who are charged with operating the production equipment) to coordinate recovery actions. Bringing the facility back on line after a simulated power failure provides an ideal mechanism to test the planned recovery procedure and identify and resolve any deficiencies.  It also provides an opportunity for the impact of a power failure (and the subsequent recovery) on clean room quality to be assessed.  Since the test has been planned for and product has been removed from the clean room or protected, there is little if any risk of contaminating product if there is a deficiency in the recovery procedure.  This would not be the case if the recovery procedure were tested for the first time subsequent to an actual power outage.

The test team’s job will not be complete the instant normal power is restored to all of the machinery and systems in the building.  Critical operating parameters will need to be verified to ensure that the restarted systems are in fact performing as intended.  For our clean room example, the team will verify pressure relationships between various areas in the clean room and the surrounding building and face velocities at the hood and openings on the production tools, all of which are bottom line indicators of the performance of the make-up and exhaust systems serving the space.  Particle counts will be monitored to verify that the contamination during the outage was minimal and that the high air change rates and air flow patterns provided by the air handling systems are cleaning up any contamination that did occur.  Critical temperatures, pressures, flow rates, and other operating parameters will also need to be monitored for a while in the HVAC systems as well as the other supporting utility systems like chilled water, steam, lighting, power, high purity water systems (RODI), compressed air, high purity gas systems, and the production tools and machinery to ensure that they have recovered and stabilized after the upset created by the power outage.
It is highly desirable that the test procedure reflects all of these requirements, documents the desired set points and operating parameters and provides space for the test team to indicate that they have verified recovery.
8. Electrical Testing Resources

The commissioning of a building’s electrical systems and equipment paves the way for successful power failure recovery testing.  Electrical commissioning is beyond the scope of the current guideline, but there are three excellent resources for information on the topic.
Manufacturers Recommendations

Most manufacturers include recommendations regarding electrical commissioning for their products in the installation, operation and maintenance manuals.  While specific to the particular product, complying with the recommendations makes integrating the equipment into the overall system easier, improving  the overall response of the system and building it serves during the power failure recovery testing process.
InterNational Electrical Testing Association (NETA) Guidelines

Acceptance Testing Specifications for Electric Power Distribution Equipment and Systems, published by NETA, provides excellent guidelines for the testing of electrical equipment, including emergency generators, uninterruptible power systems, and automatic transfer switches.  A copy of this document along with other electrical commissioning resources and a bi-monthly magazine can be obtained from www.netaworld.org.

Single Phasing

A detailed discussion of single phasing in particular and motor protection in general can be found in the Bussman Electrical Protection Handbook, available for download at http://www.bussmann.com.

Appendix A - Component and Subsystem Level Test Guidance 

The following information is intended to complement the information presented thus far and can be used to develop power failure and recovery tests for individual components and subsystems.
Purpose

Testing at this level is targeted at verifying the proper response of individual components and subsystems to a loss of power.  Success at this level means that the component may be tested for an integrated response within the system when the system experiences an outage.
Special Instructions

Include special instructions to the test team where necessary to:

· Coordinate the test with the operation of the system it serves.

· Minimize disruption to concurrent building operations.

· Coordinate the test with the current state of construction.

· Coordinate the test with the requirements of the manufacturer, including warranty requirements.
Special Equipment Required

Most testing at this level can be accomplished using standard tools and meters.  See the Basic Tools, Instrumentation, and Equipment section in the Functional Testing Guide for additional information.  Generator tests may require load banks and the associated temporary interconnections.
Acceptance Criteria

Generally the acceptance criteria for testing at this level include:

· The power source serving the device is as designated by the contract documents. 

· The power source serving the device is consistent with the operating requirements of the component and the system it serves.

· The component response to loss of power is as designed. 

· The component response to loss of power is consistent with the operating requirements of the system it serves.

· Reapplication of power returns the component to operation in a manner that does not cause harm to the component.

· Reapplication of power returns the component to operation in a manner that is consistent with the design and operating requirements of the system it serves.

Precautions

Testing at this level poses the least risk since only one item or subsystem is under test and thus the potential for unstable or destructive interactions is limited.  However, there are still some potential pitfalls that should be considered, some of which are listed in the subsequent sections targeted at specific components.  Generally:

· Tests with a dynamic component pose more risk than static tests.  For instance, testing the normal (power off) position of a reheat valve on a small coil connected to a pumping system that is not in operation poses less risk than testing the normal position of the outdoor air damper in an air handling system that is operating to provide temporary service.

· Tests that involve lifting and re-landing wires or tubes pose more risk than tests that can be accomplished by manipulating switches or contacts.  The risk is on two fronts.  One is to the test technician, who may be challenged with working with wires or pneumatic tubes that are active.  The other is to the system since a wire or tube that is removed represents might be erroneously reconnected to the wrong location.

· Testing may occur in close proximity to elements that will reposition as a result of the test trigger.  For instance, a test that removes air pressure from a pneumatic actuator serving outdoor air dampers will most likely cause the dampers to change position.  Care must be exercised to ensure that the test technicians and equipment are clear of the damper blades and linkages so they can actuate freely without becoming entangled in appendages, clothing, test equipment, or materials like loose tubing or wiring that are still  being installed.

· Beware that errors in the contract documents or installation could create some conflicts. For instance, a drawing could inadvertently show an interlock circuit connected to a normal power source, even though the system it serves is connected to an emergency power source and must be completely operational under that condition.  Testing and the related analysis at this level is intended to identify these issues so they can be resolved before proceeding to system and building-wide testing.
Prerequisites

Testing the response to a power failure at this level requires that the item under test be fully installed as required by the manufacturer with final power connections in place.  It is highly desirable that the installation be complete to the point where anything that could impact the power supply, linkage systems, or motion path of the device be in place and in its final configuration.  Otherwise, subsequent construction activities could invalidate the test results.  For example, testing electrically triggered fire and smoke dampers while they are served with a temporary power connection may require some re-testing after final connections are made to ensure that the installers landed the final wiring connections in a manner that still provides the necessary functionality.

Preparation

Preparation for testing at this level will typically be minimal due to the isolated nature of the test.  Some coordination with other trades working in the area, the equipment supplier and contractor and other interested parties is advisable to ensure that everyone is informed and that there is “buy-in” to the process.

Items to Test, Acceptance Criteria, and Method of Test

The following list highlights important power failure recovery requirements for common building system components and sub-assemblies.  Additional acceptance criteria beyond the general requirements listed previously are listed where applicable.

Many of the verifications listed will be covered in the course of other acceptance tests in a rigorous commissioning process.  However, there are several contingencies that may need testing or re-testing in the context of power failure recovery and must be considered when appropriate:
Situations were a more rigorous commissioning process has not been employed.

Obviously, if the power failure recovery test is being used as a “catch-all” method of assessing system integration, verification of the integrity and response of critical components is desirable if no prior testing has been performed.
Situations where component level testing occurred very early in the testing process, prior to substantial completion of the systems.  

In this case, ongoing work may have compromised the results of the original tests.  For instance, interlock circuits that were installed and tested for temporary operation may not have reflected the final configuration.  If wires were disconnected and reconnected in the course of making final connections, the integrity of the original circuit may be questionable, making spot checks and additional testing desirable.

Situations where the failure of a component to respond as intended could cause significant damage to the system.

This is a variation on the old adage “measure twice, cut once.”  If one component fails to perform as intended in a critical situation, it could cause problems or lead to significant damage. In this case, a second verification is usually time well spent.  
Valves

Control Valves

Additional Acceptance Criteria:
Valves spring return to a normal position if required.  Not all actuators include a spring return feature, especially electric actuators and double acting pneumatic cylinder actuators.

Upon removal and reapplication of power, verify that the valve actuation rate is not fast enough to induce adverse water hammer or piping system pressure relationships.  This can be especially critical for valves serving steam systems.

Testing functionality with and without flow may be necessary to ensure reliable performance under all operating modes.

Method of Test:

Remove and re-apply power to the actuator and observe and document the results.
Service and Isolation Valves

Additional Acceptance Criteria:
For service valves that also function as two-position control valves, verify the functionality of the manual override. Also verify that the criteria listed for control valves are met when the manual override is released.

Method of Test:

Engage the manual override feature and manually actuate the valve.  Disengage the manual override feature and verify control valve functionality.
Seismic Shut-Off Valves

Additional Acceptance Criteria:
Many of the criteria listed for control valves and service and isolation valves apply.

It may be necessary to have this test witnessed by a code authority in some jurisdictions.  Pre-testing to verify functionality prior to witnessing is highly desirable.

Method of Test:

Test per the requirements of the authority having jurisdiction or the manufacturer. Causing an earthquake to occur on the day of the test will, in all likelihood, be frowned upon by the local authority having jurisdiction although it may generate significant interest in commissioning from the local witches coven.
Dampers

Control Dampers

Additional Acceptance Criteria:
Dampers spring return to a normal position if required.  Not all actuators include a spring return feature, especially electric actuators and double acting pneumatic cylinder actuators.

Testing functionality with and without flow may be necessary to ensure reliable performance under all operating modes.

Upon removal and reapplication of power, verify that the damper actuation rate is not fast enough to induce adverse water hammer or duct system pressure relationships. See the supplemental information to Chapter 18 – Distribution for additional information on air hammer.

For dampers with manual override capability, verify that the manual override capability functions and that when the manual override is released, the criteria listed above is met.

Method of Test:

Remove and re-apply power to the actuator and observe and document the results.

Engage the manual override feature and manually actuate the damper.  Disengage the manual override feature and verify control damper functionality.
Back-draft and Isolation Dampers

Additional Acceptance Criteria:
For dampers that function as code required isolation dampers in addition to back-draft dampers, verify that the back-draft feature is functional irrespective of the isolation feature and vice versa.

Some of the control damper criteria listed above may also apply depending on the exact nature of the damper and its actuating system and the service it provides in the system.

Method of Test:

Initiate a normal shut down and verify that the back draft function works.  Re-verify after initiating a smoke management triggered shutdown.

See also the test methods listed for control dampers.
Fire and Smoke Dampers

Additional Acceptance Criteria:
Many of the criteria listed for control dampers and back-draft and isolation dampers apply.

In some jurisdictions, it may be necessary to have this test witnessed by a code authority and the owner’s insurance under-writer.  Pre-testing to verify functionality prior to witnessing is highly desirable.

For systems served by normal and emergency power sources, it may be necessary to test the functionality of the fire/smoke management and control functions, including failure modes, under normal and emergency power.

Method of Test:

Test per the requirements of the authority having jurisdiction or the manufacturer.
Humidifiers

While focused on a component, some of the items associated with these test targets cross the line from a component focus to a system and building-wide focus.
Additional Acceptance Criteria:
Loss of power to the air handling system or the humidifier control system may not necessarily impact the steam system, gas system or electrical system serving the humidifier.  In most instances, it is desirable to verify that the humidifier is positively shut down if there is a loss of control power or a loss of airflow, including a loss of airflow due to a power failure.  If the humidifier remains active without airflow, it can fill the fan casing and duct system with steam or water vapor.  The condensing vapor can lead to water damage both inside and outside of the fan system during an extended power outage and/or when the system restarts.  Filters, particularly HEPA filters, are very susceptible to damage by moisture and are often found in AHUs that are equipped with humidifiers.  The condensation also can set the stage for IEQ problems down the road.  

Method of Test:

Verify the operating mode of the humidification source when the air handling system experiences a localized power failure.  Include provisions for verification of the humidifier air flow interlock when testing at the system level.
Heating Coils

While focused on a component, some of the items associated with these test targets cross the line from a component focus to a system and building-wide focus.
Additional Acceptance Criteria:
Loss of power to the air handling system may not necessarily impact the hot water, steam, gas or electrical system serving as the heating source.  For heating coils located within the air handling unit casing, it is desirable to verify that the control valve fails to full heat in most situations. Such a provision will help to protect the coil and system from freezing in the event of a power outage during sub-freezing weather (assuming the supply of heat is unaffected by the outage).  

When implemented, failing to reach full heat can introduce other complications.

Coils within the line of sight of a fire damper or a combination of fire/smoke dampers can activate the fusible link in a manner similar to that described under terminal equipment below.

The warm slug of air created in the air handling unit casing during the outage can make the system difficult to restart.  The issues are similar to those described in the Functional Testing Guide under Economizer and Mixed Air, Freezestat Control Sequences.

The warm slug of air created in the air handling unit casing during the outage can trip fusible links downstream from the unit.  This is usually only an issue for systems where the coil is served by steam or hot water with a temperature in excess of 165°F (the standard fusible link rating applied to fire and combination fire and smoke dampers).

This failure mode may not be possible or desirable for electric coils or gas fired furnaces due to the tendency to overheat and trip off on safety limit switches without air flow.

Method of Test:

Verify the operating mode of the heating source when the air handling system experiences a localized power failure.  Monitor the temperatures achieved in the plenum during an extended outage and assess the potential for the problems listed above.  
Cooling Coils

While focused on a component, some of the items associated with these test targets cross the line from a component focus to a system and building-wide focus.
Additional Acceptance Criteria:
Loss of power to the air handling system may not necessarily impact the chilled water or refrigeration systems serving as the cooling source.  In most instances, it is desirable to verify that the cooling source is positively shut down if there is a loss of airflow, including a loss of airflow due to a power failure. If the cooling source remains active without airflow several problems can occur, especially over the course of an extended outage.

The surface temperature of the cooling coil approaches the chilled water temperature, leading to heavy condensation.  This is usually not an issue except for systems that are intended to provide sensible cooling only.  Recirculation systems in clean rooms are a good example.  Systems of this type may not be provided with a drain pan on the cooling coil, or the drain pan may not be piped to a drain.  As a result, condensate can accumulate in the casing, leading to water damage and other moisture related problems.  This water can be blown through the system when it restarts, causing damage downstream, including damage to filters sensitive equipment or processes located in the area served.  The moisture also sets the stage for IEQ problems down the road.

The wide open chilled water valve represents a thermal short circuit from the perspective of the cooling plant.  This can be an especially critical condition for central chilled water plants that are based on a primary/secondary variable flow design.   A localized power failure that shut down several major air handling systems in a large complex served by a variable flow chilled water plant could create an over-flow problem at the central plant, compromising its ability to perform and meet the needs of the remaining loads that were unaffected by the outage.  See the Integrated Operation and Control section of the Functional Testing Guide for an illustration of this problem in greater detail.

Under certain conditions, direct expansion refrigeration equipment that remains in operation serving a coil with no airflow can lower the surface temperature of the coil below freezing.  When this occurs, the coil ices up if the local humidity is high enough.  The iced coil further reduces the heat transfer from the refrigerant and may result in liquid refrigerant making it through the coil and back to the compressor where it can cause damage.  The frosted coil can also significantly restricts airflow when the system restarts, slowing the recovery time.

Method of Test:

Verify the operating mode of the cooling source when the air handling system experiences a localized power failure.
Terminal Equipment

Reheat

Additional Acceptance Criteria:
A localized power failure that shuts down the air handling system may not impact the steam or hot water distribution system serving the reheat coil.  For units that are located within the line of sight of fire and combination fire/smoke dampers, it is desirable to verify that the radiant heat from the coil will not melt the fusible link when there is no air flow.  This is especially important for units that have valves that fail open and/or units that are served by high temperature hot water or steam.  

Method of Test:

Verify that the fusible link rating exceeds the surface temperature of the coil when it is supplied with water or steam at the design temperature/pressure condition.
VAV and VAV/Reheat

Additional Acceptance Criteria:
See criteria listed above for reheat terminals

Method of Test:

See criteria listed above for reheat terminals.
Fan Terminals

Additional Acceptance Criteria:
If a fan terminal unit is placed across the line from an active air handling unit and air is blowing through it, some designs are subject to problems with the fans spinning backwards.  This could occur if the AHU restart on a recovery from a power failure was not properly coordinated with the start-up of the fan terminal unit fans.

Method of Test:

Simulate a power outage at the air handling unit in a manner that does not shut down the terminal units. Allow the system to recover, and then verify that the terminal unit fans are operating and spinning in the right direction.
Sensors

Additional Acceptance Criteria:
Active sensors are becoming more common and are often powered from local sources rather than the controller that reads their input.  Some of these sensors can be critical to the process they serve. If the process is on emergency power, they also need to be on emergency power.  Or, if a power outage affects the sensor but not the process it serves, significant problems could be created.  Thus it is essential that the power supplies serving locally powered sensors be coordinated with the process and system(s) they serve.

Method of Test:

Verify power supply coordination by measurement and/or test.  

For critical sensors, simulate a power outage to the sensor and verify that the process served is not impacted in a negative manner.  

For systems served by emergency power or UPS power, transfer the system to the alternate power source and verify all sensors remain active and are reporting good data.
Control and Interlock Systems

Additional Acceptance Criteria:
Verify that the controller has a suitable means to detect a power failure in the system(s) served.

Verify that the power sources for control and interlock systems have been coordinated with the sources serving the system(s) they served.

Verify that the power sources for the various network level devices (operator work stations, repeaters, routers, network controllers, etc.) have been coordinated with the system(s) served.

Verify that the power sources for the various network level devices (operator work stations, repeaters, routers, network controllers, etc) and the programming handling network level activities have been configured in a manner that will maintain functionality when local power failures impact network level devices.

Verify that programs that rely on data passed over the network can tolerate a loss of current data due to a local power outage on the network.

Verify that programming has been arranged to detect a loss and reapplication of power and respond accordingly with logic that returns the system and building to service in a coordinated, safe, and stable manner.

Method of Test:

Testing by inspection may be adequate in some situations and is a desirable starting point in all situations.

Testing system wide and building-wide recovery logic via simulated local and building-wide power outages will provide positive verification of the assessment of programming logic by inspection and is desirable in most situations due to the dynamics of HVAC systems and processes.

Testing network integrity by simulating random power outages at known critical points in the system and observing the results provides positive verification of network inspection.  Mission-critical facilities may require the simulation of a power failure at all network level devices, one at a time and in combination.
Drive systems

Belts and couplings

Additional Acceptance Criteria:
Facilities groups frequently accept the detection of a coupling or belt failure using the control system proof of operation logic.  

Method of Test:

Positive verification requires verifying proof of operation with the equipment under test operating under all normal operating conditions, including minimum load.  Once positive operation is verified, the belt or coupling can be removed.  When the equipment is commanded back on, the motor will start, but a failure should be indicated since the motor will not be driving the equipment.
Contactors/Starters/Motors

Phase rotation

Additional Acceptance Criteria:
Motors that can be served by two different power sources (for example, normal power and emergency power) should see the same phase rotation from either both sources.
Method of Test:

Verification by test with a phase rotation meter.

Multi-speed starters

Additional Acceptance Criteria:
Verify that the time delay and high speed/low speed interlocks are arranged in a manner that will ensure the low speed contactor does not re-engage while the driven load is still coasting down from high speed after a momentary outage.

Method of Test:

Verification by inspection is adequate in most situations.  Assessment of the interlock logic and the exact response of time delay relays and/or control logic after a momentary outage are critical.  It may be easier to design the system in a manner that ensures that any time there is a power interruption, that there is a time delay long enough to allow the driven load to coast to a stop. Simulating a momentary power interruption can be difficult.

Programmable electronic starters

Additional Acceptance Criteria:
Verify the response of the starter to momentary outages to ensure that it provides the required level of protection without creating nuisance trip problems due to short (a few cycles) power disruptions.

Verify that the settings that control the reactivation of the load upon the return of power are coordinated among loads and control system programming to ensure an orderly return to operation.

Method of Test:

Verification of the response to a momentary power outage by inspection is adequate in most situations.  Frequently, it may also be satisfactory for ensuring a coordinated recovery.

Verification of a coordinated recovery via simulation of a system-wide and building-wide power outage will improve the confidence level over that achieved through verification inspection.

Fuses/single-phasing

Additional Acceptance Criteria:
Verify fusing and motor overload settings have been coordinated to take the motor off line in a single-phasing situation.  In mission-critical facilities, it may be necessary to assess the penalty vs. benefit of keeping the system in operation to allow an orderly shutdown at the risk of damage to the motor.

Method of Test:

Verification by inspection will be adequate in all but the most mission-critical situations.

Variable Speed Drives

Programming

Additional Acceptance Criteria:
Verify programming for issues similar to those cited previously for electronic programmable starters.

Verify DC injection braking settings or similar parameters to ensure that the drives are set up to stop any rotation created by air or water being forced through the machinery by other mechanisms, thereby allowing the drive to accelerate the load from a dead stop.  If these parameters are not set correctly, the voltages induced in the motor as it spins without being connected to the grid can damage the drive when it engages against them.  In addition the inertia of the spinning load can lead to problems similar to those described in the sidebar Shear Luck.  Systems with belt drives are less likely to have the drive shaft sheared by such an event, but belts can be thrown or broken, leading to a maintenance problem and unreliable performance.

Method of Test:

Verification by inspection is adequate in most cases and good first step in all cases.  Verification by subjecting the system to a local or building-wide power failure will improve the confidence level over that achieved by inspection based verification.
Elevators

Additional Acceptance Criteria:
Elevators may be required by code or the local code authority to respond in a specific manner during a power failure.  Many times, service by an emergency power source is required.  Any testing associated with verifying these requirements may need to be witnessed by the local code authority.  Pre-testing to ensure performance as desired before witnessing is highly desirable. 

Method of Test:

Verify power sources and emergency power sources are as required by the design and code.

Test per the requirements of the authority having jurisdiction.
Life safety systems

Frequently, there are life safety functions associated with the fire alarm, hazardous gas detection systems, medical gas systems, fire protection systems, and smoke control and management systems that must be coordinated and verified with the systems’ response to a power outage.

Additional Acceptance Criteria:
Life safety systems may be required by code or the local code authority to respond in a specific manner during a power failure.  Many times, service by an emergency power source is required.  Any testing associated with verifying these requirements may need to be witnessed by the local code authority.  Pre-testing to ensure performance as desired before witnessing is highly desirable. 

Method of Test:

Verify power sources and emergency power sources are as required by the design and code.

Test per the requirements of the authority having jurisdiction.
Appendix B - Emergency Generators
Standby generators are the most common means of providing protection from a loss of utility power.  In most instances, the generator start is triggered by a detection of power loss.  Automatic transfer switches apply the loads to the generators after they are up and running and then re-transfer the loads back to normal power when it is re-established.  Thus, there will be a detectable break in service upon loss of power and may be a less detectable break in service upon return of normal power.

Frequently, there are code requirements regarding the time delay between a loss of power and the assumption of the load by the generators.  Codes may also dictate the arrangement of the distribution system into an essential electrical system with an emergency system serving a critical and life safety branch and an equipment system.  Generally, the intent is to segregate loads with different requirements and provide higher a priority of service to the most important loads.  Additional details can be found in the National Electric Code Article 517 – Health Care Facilities, Life Safety Code - NFPA 101, and Standard for Health Care Facilities – NFPA 99.
Additional Acceptance Criteria:
The connection between emergency generators and power failure recovery testing is obvious.  Typically, the need for a generator is driven by code requirements or owner requirements that are specific to the nature of the project or the loads it serves.  It follows that the acceptance criteria will also be specific and driven by the requirements of the code authority and/or owner.  Typically, the criteria will include:

A specification for the response time between when the power failure occurs and the load is assumed by the emergency equipment.

A specification for verification of the capacity of the equipment.

A specification for verification of the arrangement of the distribution system serving the loads handled by the equipment.
Any testing associated with verifying these requirements may need to be witnessed by the local code authority or owner.  Pre-testing to ensure performance as desired before witnessing is highly desirable. 

Method of Test:

Verify power sources and emergency power sources are as required by the owner, design, and code.

Test per the requirements of the owner or authority having jurisdiction.
� 1978, Dr. Albert W. Black, McClure Engineering, personal conversation.


� The thought that a fan system could blow out floor tiles and ceiling tiles may seem far-fetched at first.  To read about a circumstance were just such an event occurred, download Commissioning to Meet Space Qualification Criteria vs. Energy Consumption Optimization Focused Commissioning by David Sellers at www.CACx.org.


� 	See Steam Valves: Commissioning Tips, November 2002 Heating Piping and Air Conditioning and the references cited there-in for additional information on this topic.


� 	See the supplemental information to the Distribution section in the Functional Testing Guide for additional information on fusible links and fire and smoke dampers.


� 	See the Chapter 3, Section 3.4.1.9. Multi-Speed Motor Interlocks of the Control Design Guide for a discussion of multi-speed motor interlocks and the reasons for not engaging the low speed winding while the driven load is still turning at a high speed. 
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